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What Is A High Impact Vulnerability? 

A vulnerability that has both a wide distribution and high risk of exploitation. 
 

•  Heartbleed 
•  Shellshock/Bashbug 
•  POODLE 

Heartbleed 
CVE-2014-0160 

Shellshock/Bugbash 
CVE-2014-6271 

Impact Subscore: 10.0 
Exploitability Subscore: 10.0 

Impact Subscore: 2.9 
Exploitability Subscore: 10.0 

POODLE 
CVE-2014-3566  



Heartbleed 
•  Active exploit released almost immediately … test 

itself was an exploit 
 

•  Harvest data in RAM – credentials, keys, data 
 

•  Affected 2/3 of Internet connected systems 
 

•  No trace until IDS signature was provided 
 

•  Window of time systems exposed 

OpenSSL Vulnerability 



Shellshock/Bashbug 

•  Vulnerability in Bash, allowing remote code 
execution 
 

•  Exploit available nearly immediately 
  

•  Remote exploit with reverse  
shell etc 
 

•  Evidence of exploit in logs 

Bash Vulnerability 



POODLE 

•  Widespread but difficult/unlikely exploit   
•  Requires attacker to be on on the same network 

•  Requires Javascript 

•  Attack is focused primarily on clients, MITM style attack vs  
remote server exploit 
 

•  Still a risk, but less enterprise risk than other major exploits 

Another OpenSSL Vulnerability - Padding Oracle On Downgraded Legacy Encryption 



Marketing vs Actual Risk 

•  Several “high impact” vulnerabilities have been touted in the 
media that actually pose little no risk to the enterprise 
 

•  Security researchers are branding vulnerabilities they 
discover for media exposure 
 

•  Not all high impact vulnerabilities are equal 

THE FUD FACTOR 



CVSS Version 2 Scoring 
Does this one go to 11? 

CHOST  
CVE 2015-0235 
CVSS Score 10:  

Samba Remote Code Execution  
CVE-2015-0240 
CVSS Score 10:  

Heartbleed 
CVE-2014-0160 
CVSS Score 5?  



VERT VULERNABILITY SCORING 

0-60,000 

AVAILABILITY 

CVSS v2 
 

1-10 

Not All Scoring Is Equal 



Tripwire VERT  

tripwire.com/vert 



Forecast Calls for More High Impact Vulnerabilties 

•  More researchers + higher pay  
 

•  Security is a top target (SSL, encryption, tools) 
 

•  Libraries under attack 
 

•  Embedded flaws difficult/impossible to update 
 

Mo Money Mo Problems 



IN A LINUX DISTRIBUTION NOT SO FAR AWAY 





Earthquakes & Exploits 

HIGH IMPACT VULNERABILITY RISK MANAGEMENT 



 
RISK = HAZARD + EXPOSURE + VULNERABILITY 

http://training.fema.gov/emiweb/is/is393a/is393.a-
lesson3.pdf 



Earthquakes & Exploits 





Tripwire IP360 Vulnerability Scoring 

Automated 
Exploit 

46 7 12 14 32 46 42 

Easy 
 

32 3 13 10 19 34 23 

Moderate 
 

6 4 0 4 10 12 13 

Difficult 
 

25 26 19 36 71 130 54 

Extremely 
Difficult 

8 29 16 60 28 39 53 

No Known 
Exploit 

92 41 60 140 90 153 285 

Exposure Local 
Availability 

Local 
Access 

Remote 
Availability 

Remote 
Access 

Local 
Privileged 

Remote 
Privileged 



Reduce Risk – Take Inventory 

20 Critical Security Controls NSA Rank 

CSC1 Inventory H/W Assets, Criticality and Location Very High 

CSC2 Inventory S/W Assets, Criticality and Location Very High 

CSC3 Secure Configuration of Servers and Hardware Very High 

CSC4 Vulnerability Assessment and Remediation Very High 

NIST 800-53 



Secure Configurations for Network Devices such as Firewalls, Routers, and Switches 
Critical Security Control 10 



Incident Response Flow   



Vulnerability Identification 

1)  New high impact vulnerability hits 
 

2)  How quickly can you answer this question “What 
systems are impacted?” 
 

3)  Which of these affected systems are public facing?  
 

4)  Which systems are critical assets? 
1)  What systems are critical for business continuity? 

2)  What systems house sensitive data? 



Patching 

Patching for high impact vulnerabilities is different from  
routine patches from key vendors and distributions such 
as Linux distros, Microsoft, Oracle and Adobe for 
example.  
 
Security teams need to ensure that the IT teams in their 
organization are able to quickly issue urgent patches. As 
per CSC 1& 2 this requires having an updated inventory 
of all systems applications, endpoints, servers, and other 
devices. IT and security teams need to be confident and 
have documentation for how to update these systems. 
 
. 



After systems have been patched, there needs to be 
continuous monitoring of the environment for the 
vulnerability.  When a new device is introduced to the 
environment it should automatically be scanned for this 
and other vulnerabilities.  
 
IDS/IPS, Firewalls and Anti-Virus systems should all be 
updated to identify potential exploit signatures targeting 
the vulnerability in your environment.  



Detection: Precursors and Indicator Sourcesx 

Alerts 
IDP/IPS 
SIEM/Log Intelligence 
Antivirus 
File Integrity Monitoring 
 

Third Party Threat Intelligence 
Malware file hashes 
IP addresses 
Mutex 
Registry 

Logs 
Operating systems, services and application 
Network device 
Network flow 

People 
Employees & Contractors 
Business partners 
Customers &  External parties 
Media 



•  Between when the vulnerability was announced and 
systems were patched, systems may have been 
compromised, especially active exploits available 

 
•  Systems that were vulnerable and exposed should 

have any passwords changed and keys changed 
 

•  Systems should also be audited to detect any changes 
that were made while they were vulnerable for signs of 
intrusion/compromise.   



•  System configurations should also be compared to 
“gold standards” and if needed may need to be put 
back into a trusted state.  

 
•  If a system is believed to have been compromised, 

security teams should isolate the system 
 

•  If needed forensic procedures may need to be 
deployed to save an image of the compromised 
system before wiping or reinstating any systems. 
  

•  Note: Some compromised systems may need to say 
up but contained for business continuity.  



•  After systems are patched and remediated, 
additional clean up and monitoring will be required.  

 
•  It is important to identify weaknesses in the 

response process whether it is technical or people 
oriented.  

 
•  Are there additional steps that can be take to 

improve both preventative measures, as well as 
increase response/remediation time?  

 
•  Can more of the process be automated?  



Shellshock Exploit Indicators 



Shellshock Detection in Logs 



Heartbleed IDS Detection 

March 21 10:23 – Google Security finds 
vulnerability 
 
March 31- Cloudflare patches 
 
April 1 - Google Security notifies OpenSSL a 
 
April  7 – Open SSL patch available 
 
April 12 – Exploits appear 
 
April 16 – FBI releases Snort signatures 
 



31 

Thank You  

Travis Smith 
tsmith@tripwire.com 


